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Abstract. In this paper, we study weakly dynamic graphs, and we propose an ef-

ficient polynomial algorithm that computes in advance shortest paths for all 

possible configurations. No additional computation is needed after any change 

in the problem because shortest paths are already known in all cases. We apply 

this result to a dynamic routing problem. In this problem, messages must be 

sent from some components (captors for example) to a specific one (a processor 

for example) as quickly as possible. The actual network is a mesh and the prob-

lem can represented by a weighted directed acyclic graph. One known arc has 

unreliable performances. 
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1 Inroduction 

In complex systems, dynamic graphs in which some of their values or even their to-
pologies may change from one moment to another offer new research opportunities. 

One of the most famous algorithm, and one of the most used on static graphs, is the 
shortest-paths algorithm from E. W. Dijkstra [1]. For the more complex dynamic 
graphs, several models are proposed, probabilistic [4, 2] or non-probabilistic[7,5]. In 
non-probabilistic models, most algorithms update previously computed data after each 
change in a value or after the addition or removal of an edge [8,10]. In probabilistic 
models, the optimal paths definition of a shortest (or longest) path is different accord-
ing to the published papers. The most usual definition sets as optimal a path that 
maximizes the expected value of an utility function chosen by the authors [4, 2]. The 
problem itself is usually NP-hard. 

Among used metaheuristics, one can find ant colony algorithms [9] and other swarm 
intelligence algorithms. These algorithms are very general and try too to adapt their 
results following changes in the problem. 

In this paper, we study weakly dynamic graphs, and we propose an efficient polyno-
mial algorithm that computes in advance shortest paths for all possible configurations. 
No computation is needed after any change in the problem because shortest paths are 
already known in all cases. 

We apply this result to one delivery problem for trucks from one regional storehouse to 
several local stores when one possible point has a variable traversal duration. We apply 



too this result to the problem of rerouting delivery trucks toward their final destinations 
when there is a change in the traversal duration of one known point. 

2 Problem  statement 

We first define weakly dynamic graphs. 

Definition 2.1. A weakly dynamic graph is a graph in which there is an unstable valu-
ated edge (in an undirected graph) or valuated arc (in a directed graph) between two 
known vertices x1 and x2 of the graph. That edge or arc has an unknown positive value 
x that may change at any time. All other edges or arcs are stable and their values never 
change. 

In the rest of this paper, we will study a weakly dynamic directed acyclic graph 
G(V, E) with V being the set of vertices of G and E being the set of arcs. Each arc (i,j) 
of G is valuated by a  positive stable value pij, except for two known vertices x1 and x2 
of the graph. This arc (x1, x2) from x1 to x2 is valuated by an unknown and unstable 
value x that may change at any time. The length of a path at a given moment is the sum 
of the values of all the used arcs. 

 

 
Fig. 1. Example of a Weakly Dynamic Graphs The arrow in dotted lines represents 

the non steady bow 

We now want to find in G shortest paths between a given vertex and all other verti-
ces, or alternatively shortest paths from all vertices to a given vertex. 



3 Main results 

3.1 The proposed algorithm. 

In the following, we study only the problem of finding a shortest path between a 
given vertex s0 and all other vertices. Finding a shortest path from all vertices to a 
given vertex is a similar problem that can be solved by using predecessors instead of 
successors in our algorithm. 

The algorithm works in four successive phases: 

1. it first builds a set of the vertices that can be reached from the starting vertex 
using arc (x1, x2). Only the successors of x2 are considered because G is a directed 
graph. 

2. next, it computes the length d(x2, sn) of the shortest path from vertex x2 to all 
vertices of the above computed set.  

3. then it computes the length ds(s0, sn) of the shortest path that does not use arc 
(x1, x2), from vertex s0 to all other vertices of the graph. 

4. finally, it computes the length d(s0, sn)  of the shortest path from vertex s0 to 
all other vertices of the graph, by comparing  

• the length ds(s0, x1) + x + d(x2, sn) of the shortest path that uses arc (x1, x2), 

• and the length ds(s0, sn) of the shortest path that does not use arc (x1, x2). Thus, 

d(s0, sn)  = ds(s0, x1) + x + d(x2, sn),  if  ds(s0, sn) > ds(s0, x1) + x + d(x2, sn) 

else         = ds(s0, sn) 

Because the length of any shortest path that uses arc (x1, x2) depends on the value of  x, 
the length d(s0, sk)  of the shortest path from vertex s0 to another vertex sk, will also 
depends on x. In most cases for a vertex sk, there will be one value x(sk) of x such that, 
if x is inferior to this value x(sk), the shortest path will use arc ((x1, x2), else it will not 
use it.  Each path itself to each vertex sn is computed during the lengths computations. 

Example 3.1. : We now apply this algorithm on the graph of Figure 1. 

Step 1 : the set of direct or indirect successors of x2 is {6, 8, 9, 10, 12, 13, 14, 15, 
16}. The sub-graph corresponding is: 

 
Fig. 2. Sub-graph generate by step1 



Step 2 : the computed shortest paths from x2 to these successors sn have lengths 
d(x2, sn) of 

sn 5 6 8 9 10 12 13 14 15 16 

ds(x2,sn) 0 1 2 3 3 4 5 4 5 6 
 

Step 3 : the computed lengths ds(s0, sn) of shortest paths that do not use arc (x1, 
x2), from vertex s0 (with s0 being vertex 1) to all other vertices of the graph, are 

sn 1 2 3 4 5 6 7 8 9 

ds(x2,sn) 0 6 3 6 7 5 4 7 8 

 

sn 10 11 12 13 14 15 16 

ds(x2,sn) 10 5 9 10 6 7 11 
 

Step 4 : the lengths d(x1, x2) of the shortest paths for all vertices is the minimum of 
the two values not using arc (x1, x2) and using arc (x1, x2). 

sn 1 2 3 4 5 6 7 8 9 

If not using arc (x1, x2) 0 6 3 6 7 5 4 7 8 

if using arc  (x1, x2) - - - - 3+x 4+x - 5+x 6+x 
 

sn 10 11 12 13 14 15 

If not using arc (x1, x2) 10 5 9 10 6 7 

if using arc  (x1, x2) 6+x - 7+x 8+x 6+x 7+x 
 

Thus, for some vertices and some values of x, the shortest path uses arc (x1, x2), and 
for these vertices and some larger values of x, the shortest path does not use arc (x1, x2). 

3.2 Some proprieties of the algorithm 

Theorem 3.2.1. The paths computed by the algorithm are shortest paths. 

Theorem 3.2.2  The algorithm complexity is O(n²). 

Definition 3.2.1 we call critical value of x for a vertex sk the value x(sm) such that, 
if x is inferior to this value, the shortest path from vertex s0 to vertex sk will use arc (x1, 
x2) and will have a length that depends on x, else it will not use it and its length will be 
constant. 

Theorem 3.2.3 each vertex sm that is a direct or indirect successor of vertex x2 has 
0 or 1 critical value for the computation of a shortest path from s0 to this vertex. 

A corollary of the last theorem is that the number of critical values is a finite num-
ber. Furthermore, if we sort in ascending order the critical values of all vertices of the 
graph, one can remark that the computed set of shortest paths from s0 to all other verti-
ces in the graph is the same for all values of x between two consecutive values critical 
values.  So the proposed algorithm can be used to efficiently compute shortest paths for 
all possible values of x from a given vertex to all other vertices. It can be used too to 
efficiently compute shortest paths from all vertices of a graph to a given target vertex, 
by using the predecessors instead of the successors during the computation. 



4 Application to a routing problem 

We now apply the algorithm to the following dynamic routing problem. Messages 
must be sent from some components (captors for example) to a specific one (a proces-
sor for example) as quickly as possible. The actual network is a mesh and can repre-
sented in this problem by a weighted directed acyclic graph [12]. One arc is known to 
have unreliable performances for some reason. This problem is thus a weakly dynamic 
graph problem with vertex sn being the destination, and arc (x1, x2) being the unreliable 
arc (cf. Fig. 3). 

As said above, we may use a version of the proposed algorithm that uses the prede-
cessors instead of the successors. This allows us to compute shortest paths from all 
other vertices to vertex sn. In the example graph of Figure 4, there then are two critical 
values, 2 and 4, giving 3 intervals. Each interval has its own (inverted tree) of shortest 
paths spanning the whole graph and  leading to vertex sn (cf. Fig. 4). Each gives then a 
routing policy that is optimal in its interval. These routing policies are then all precal-
culated and stored in the vertices with their relevant critical values of validity. The 
current value of x is next used to decide what routing will be used. The unreliable arc is 
then monitored. When its value changes, the new value is transmitted to all vertices. 
Each vertex compares it to the critical values and may immediately decide to keep 
using the currently used local routing policy, or switch to the already computed one 
best suited to the new value of x, just by checking in which interval the value x is now 
in. Thus, no time is lost recomputing new optimal paths. 

 

  

 

Fig. 3. Application 1 
Trees of shorter path from vertex s0 to all others 



  

  

Fig. 4. Application 2 
Trees of shorter path from all  vertex to sn    

Here one uses the graph of the previous application(figure 3-a) 

5 Conclusions 

In this paper, we proposed a new graph model we call weakly dynamic graph, and 
we presented an algorithm to compute shortest paths for all possible cases in a given 
graph. This algorithm has a polynomial complexity. 

We intend to extend this study to weakly dynamic non oriented graphs, to graphs 
with 2 or more variable arcs, to logistical routing problems and to the longest paths 
algorithms used in scheduling and project management. 
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